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A growing number of Internet communities are experimenting with new collabo-
rative sensing practices, where distributed groups take environmental measurements
with electronic sensors and publish them online in central repositories. This may in-
clude sensor readings of temperature, humidity, home energy usage; but also of radia-
tion levels, indoor and outdoor air quality levels, and many other kinds of sensor data.
Kera and Graham have given such collaborative efforts the name “Collective Sensor
Networks” (CSN.) [1]

The Weather Underground [2] may be one of the most successful projects so far,
with a clear focus and supported by a strong founding team of experts. It sells weather
station sensors to a global community, aggregates their data and uses it to provide
weather maps and a weather forecast. OpenEnergyMonitor [3] is building open source
energy monitoring hardware and software, and many of its participants publish their
personal measurements online. And a small group of experts and enthusiasts is cur-
rently designing an “AirQualityEgg”, an easy-to-use consumer device that will take air
quality measurements and publish them online in a central repository. [4] There are
countless more examples, and it has become hard to keep track of all new initiatives.

Collective sensor networks are appealing in a number of ways. Compared to more
centralised systems they may lead to a distribution of infrastructure cost, increase the
number of observers, improve infrastructure redundancy, and more; but they can also
offer new perspectives. In December 2011 the Australian technologist Andrew Fisher
described one desired outcome of CSN activity by introducing the term “Sensor Com-
mons”:

For me the Sensor Commons is a future state whereby we have data avail-
able to us, in real time, from a multitude of sensors that are relatively
similar in design and method of data acquisition and that data is freely
available whether as a data set or by API to use in whatever fashion they
like. [5]

While at this early stage it is hard to separate mere short-term experiments from prac-
tices that will demonstrate long-term merit, it is possible to highlight a selection of
current sensing practices, and attempt to provide some early insights. What are the
motivations to contribute to such systems? How are such communities organised, what
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level of explicit coordination is necessary? And what are the current experiences and
insights that will shape future practice?

In this essay I will first review conceptual frameworks that describe such systems,
then introduce exemplary radiation sensing projects that emerged after the Fukushima
Daiichi nuclear catastrophe, and provide an initial evaluation of their efforts based
purely on primary and secondary sources of documentation, with a focus on project
structures and outcomes.

Conceptual Frameworks
Before some exemplary CNS projects are evaluated below the following sections will
first introduce a description of CSN systems, some theories of understanding CSN
activity, and finally methods of evaluating CSN structures and outcomes.

The System: Building Blocks for CSNs
In order to be able to describe and compare CSN projects it is necessary to understand
their constituent elements. Most importantly each of these projects needs a definable
scope: the notion of an environment or resource that is to be monitored, together with
a statement of the goals and motivations. This may include a particular geographic
scope; an example is the measurement of air quality in a particular area of a city.

Another aspect is the project infrastructure: its sensors, data stores, tools for anal-
ysis and visualisation, and presentation platforms. This entails questions of system
cost, and relates to the project’s level of focus (from single-purpose infrastructure to
usage-agnostic platforms.)

Along with this there needs to be a description of its participants: the project con-
tributors, but also its audience; and an understanding of the various communities that
are formed out of any combination of these agents.

Furthermore such a project will entail a number of practices: the ways in which
data is collected, aggregated, analysed, presented and consumed. Any of these can
be a communal or solitary activity. This also entails an understanding of the social
dynamics of the project: who provides the incentive to contribute? Is the project driven
by a central (commercial, scientific, or volunteer-driven) body, or by a heterogenous
community of self-interested agents? Do the motivations to participate align with the
aims of rigorous data collection? Who owns (plans, funds, builds and maintains) the
sensing network?

In 2008, Vinyals etc al introduced a “taxonomy for sensor networks” [6] that de-
scribes four feature groups: sensors, networks, environments and goals; since they
focus on centrally designed censor networks this model does not incorporate participat-
ing agents and their social dynamics, and any practices necessary to sustain a project’s
activities are only mentioned implicitly. In the same year, Gouveia et al introduced a
framework for Environmental Collaborative Monitoring Networks (ECMN) [7] with
three core building blocks: motivated citizens, sensing devices, and back-end informa-
tion infrastructure. While they do consider the motivation of participants they only

2



implicitly describe some of the social dynamics, and the framework does not attempt
to classify the monitored environment or the types of project aims.

Theories of Understanding CSN Activity
There is little existing literature specifically relating to CSN practices, but there is a
wide range of literature and conceptual models that address questions of collaborative
data gathering and analysis practices, information access, and modes of participation;
particularly in the field of Geographic Information Science (GIS.) The terminology for
such systems is equally rich: Volunteered Geographic Information (VGI), [8] Partici-
pative GIS, [9] GIS/2, [10] User-generated Content, [11] and more. Within limitations
a lot of these can be applied to CSN activities. Existing research on Citizen Science
addresses questions of scientific rigour.[12]

Motivations to participate in unpaid, volunteer-driven cartographic efforts are fairly
well studied in the context of VGI. Goodchild suggests self-promotion and the desire
to share insights with others as motivations to contribute to OpenStreetMap efforts.
[8] Välimäki suggests a desire to improve existing mapping data, particularly that of
the own geographic environment; the opportunity to participate in a unique and novel
activity; the enjoyment of the activity itself; and other factors. [13] Motivations to
contribute to CSN projects are likely to a mixture of the above, along with a desire to
fill collective information needs that are not yet sufficiently addressed.

In understanding organisational structures and social dynamics of CSN projects
one can draw from a wealth of existing research in the social sciences, including
Mintzberg’s models of organisational structure, [14] Small Group Research, [15] Col-
lective Action as introduced by Olson, [16] and collective action in the context of
common-pool resources as studied by Ostrom. [17] These works investigate decision-
making structures, levels of cooperation, abilities to draw boundaries around groups
of contributors, abilities to execute graduated sanctions for the violation of community
rules, and many other related matters.

When discussing the viability of CSN project structures Fisher described five fun-
damental properties that he deemed necessary: the gaining of trust of its participants
and audience; the ability to be dispersible, to widely spread sensor installations and par-
ticipation; the state of being highly visible, both in activity and in outcomes; openness
in choice and development of platforms (he mentions open source licenses for soft-
ware and hardware); and the ability to be upgradeable, to make use of new technical
developments as a project matures. [5]

Methods of Evaluating CSN Structures and Outcomes
There are a number CSN project outcomes that can be quantified, including the vol-
ume of published data, the period over which sensing activity could be sustained, and
the geographic areas covered by this sensing activity; this can be related to the initial
project aims as a means of evaluating project success.

Comparative studies can help evaluate data quality, provided high-quality reference
data is available. In its absence it is possible to simply evaluate internal consistency by
e.g. determining the statistical variance of contributions within a spatial region. It is
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also worth evaluating whether data quality is improved by drawing from a larger pool
of contributors, as Haklay et al have demonstrated for OpenStreetMap data. [18]

Finally it is necessary to evaluate operational aspects of a project, e.g. the degree to
which collaboration succeeds, and the degree to which the infrastructure used can ac-
commodate project needs. This can be done in case studies based on interviews, focus
groups, by reviewing documentation, and observing project activity in other ways.

Exemplary CSN Projects
On 11 March 2011 the nuclear reactor facility Fukushima Daiichi experienced a se-
ries of failures, which resulted in the release of large volumes of radioactive material.
Initially Japanese officials appeared to underestimate the scope of the failures, and the
Tokyo Electric Power Company (TEPCO) failed to provide frequent status updates to
the public. At the end of March Greenpeace published ad hoc radiation sensor read-
ings of the area, along with some criticism of the government’s evacuation plans, which
were declared too limited in scope. [19]

There was growing public distrust in official reports, and a strong public desire to
establish clarity. Shortly after the event some individuals started aggregating public
information resources, but also taking their own sensor measurements and publishing
them online. Out of this emerged a number of volunteer groups that attempted to
coordinate such efforts.

Pachube Community
The London-based Internet company Pachube offers an online platform for the publica-
tion of real-time sensor data, along with and API and data visualisation and exploration
tools, and is host to a growing community of sensor data enthusiasts. In the wake of
the Fukushima disaster this community started coordinating, creating public aware-
ness, and educating others on how to set up their own radiation sensors. [20][21][22]
A week after the nuclear accident Pachube decided to offer free accounts to all users
publishing radiation sensor feeds to the public. [23] In June 2011 Pachube announced
that they now hosted 2,500 real-time radiation sensor feeds set up by its community.
[24] While the initial focus was on publishing raw sensor data, later individuals started
producing maps, data visualisations, and other applications. [25][26]

The use of Pachube as central aggregator offered a number of benefits. The cost of
the sensing activity was spread across a community of participants. Their feeds were
updated in real-time, and available to the public. Data could come from a number
of sources, including data published on other websites; it was possible to search and
explore their repository of feeds, and data could be exported in a consistent format.

However the heterogeneous selection of hardware and the inconsistency in sensor
setups and calibration practices prompted discussions about the quality of the data and
the role of scientific rigour and consistency. In addressing this, Pachube employee
Ed Borden raised the question: “Is it more useful to know if the value at a particular
location is exactly ’.075 microsieverts’ or if it has been steadily rising over the past 3

4



days?” [24] Additionally much of the activity was not sustained over long periods. As
of January 2012, only around 200 radiation sensor feeds remain active. [27]

Marian Steinbach
The user experience expert Marian Steinbach was among the first individuals to aggre-
gate public radiation sensor information from existing sources. While the official data
sets he found had been collected by experts and were regarded to be of a high quality,
historic data was only provided in the form of graphs, and it was hard to extract raw
sample data. [28]

Initially Steinbach manually captured this data in a public Google Spreadsheet doc-
ument; later this process was automated. He also invited others to contribute, and al-
lowed the submission of manual measurements. Some of this data was then published
on Pachube. From March to November 2011 seven million records were captured, and
remain downloadable in a CSV format. Various applications and dashboards were built
by Steinbach and others to present the data, [29] and the data was itself aggregated by
participants of other collaborative projects. [30]

While this makes for an encouraging example of an individual being able to im-
prove public access of environmental sensor data with limited means, and mostly based
on public resources, it also highlights some of the limitations of such activities. It was
found that an entirely inclusive approach to volunteer contributions made the project
subject to vandalism. [31] Additionally it illustrates the effect of relying on the avail-
ability of an individual for project maintenance: as of January 2012, all of his Pachube
feeds have stopped updating. [32]

Safecast
The Safecast project offers an interesting contrast to the free-form activity of the Pachube
community, and the solitary approach of Marian Steinbach. It was initiated by a well-
connected team of experts, and benefits from collaborations with the Geiger counter
manufacturer Medcom, and with Keio University in Tokyo who provides expertise in
mapping and spatial analysis. Safecast is financially backed by a public fund raising
effort and an undisclosed amount of private funding. All their work is executed by
volunteers. [33][34][35]

The initial aim was to purchase radiation sensors and distribute them to volunteers
in Japan who would be trained in their operations. Safecast now employs a mixture of
such stationary sensors and ad hoc mobile measurements (“drives”) by volunteers [36],
using a range of radiation sensing devices, often augmented with custom hardware.
Additionally they aggregate data from other public repositories, [37] and they offer
the ability to contribute data in a public submission form. [38] Their data is in the
public domain, and is presented in the form of high-quality maps. [39] Safecast chose
to select contributors carefully, and to train them well. A blog post by a contributor
illustrates the rigour involved in investigating a discrepancy with government-reported
measurements. [40] Another blog post documents some of their training procedures.
[41]
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There are benefits to enhancing stationary sensor data with ad hoc “drives”: it is
possible to cover larger areas while relying on a limited supply of sensing equipment,
it is possible to employ the short-term help of new volunteers (at the cost of training
them) while retaining a consistent choice of sensing equipment, and their fairly rig-
orous procedures ensure a level of consistency. A downside is the lack of real-time
updates for such measurements.

Safecast is a multi-layered organisation. It centralises the design of procedures and
quality checks, which are in the hands of a few trusted individuals. It invites varying
levels of contribution, subject to some social checks and balances, which opens up the
project to a diverse set of potential contributors while offering some protection against
vandalism. While their data is presented well it is hard to determine their data volume
(the website quotes between 600,000 and 2,000,000 data points), and the degree to
which sensing activity was sustained over time. In January 2012 they appear to have
published data of about 30 new “drives”. [36]

Summary
All collaborative efforts introduced here involved multiple data capturing approaches:
data was often acquired in manual measurements, acquired from automated sensor
stations, as well as aggregated from public sources. In all cases there was a strong
focus on machine-readable data access via APIs and consistent data formats; a lot of
the early efforts were purely focused on this aspect, usually by transcribing data found
in unstructured, human-readable documents.

The general-purpose sensor data hub Pachube served as an important starting point
for many efforts, both as a data platform, and as a meeting ground and collabora-
tion channel for volunteers. Its infrastructure made it easy to publish sensor data, to
demonstrate that collaboration efforts can lead to results, and that they can find a larger
audience.

The Safecast project has demonstrated the benefits of checks and balances in collab-
oration efforts, the reliance on highly experienced specialists, and training procedures
for volunteers. Their data reports are of a high quality and easy to navigate, and the
overall project quality and level of collective expertise became a bargaining asset that
lead to important collaborations with commercial and academic institutions.

These projects illustrate that there is demand for environmental monitoring systems
that are accessible to an interested public, and that there is public motivation and abil-
ity to build such infrastructure where governments and other institutions fail to provide
them. It is however evident that there still is limited experience in questions of organi-
sational structure. One open question is how such efforts can be sustained while there is
still public demand for them, particularly when virtually all activity is volunteer-driven.
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